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Abstract

Today, academic research plays a very influential role in the economic development of countries. These researches are often recorded and disseminated in the form and structure of theses and dissertations in scientific institutes. The better the quality of this data in the systems that collect and distribute it, the more it can be used and exploited by organizations and businesses. Therefore, providing this data requires proper monitoring to put the output of the recording and dissemination process in good condition. This paper offers a framework for evaluating theses and dissertation data quality. In the framework, the data inconsistency coding structure is introduced and presented in Word and PDF files and in the form of metadata (bibliographic information). The approaches presented in data quality methodologies (TDQM and DWQ) are also used to provide solutions to improve data quality in the provisioning phase. At this stage, approaches such as owner attribution to data or process, root cause analysis, process control, and continuous monitoring are considered. The focus group method determines the operational strategies for quality improvement. Finally, process-oriented techniques, such as quality control checklists and image processing, and data-driven approaches, such as data cleansing, are localized and developed in this section to improve the quality of theses/dissertation documents. The provided improvement solutions were categorized into two different groups. Guiding the user in the "Theses/Dissertations" registration process is identified as a process-driven category. On the other hand, introducing a specific format for "Theses/Dissertations" files and resolving the quality issues of PDF files were among the data-driven solutions.
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Introduction

In today's world, the quality of data and information is one of the most critical concerns of organizations and has become very influential in information systems. The rapid growth of data warehouses and direct access of managers and users to various data sources, on the one hand, and the need of users for quality information, on the other hand, have increased the need to pay attention to data quality and its awareness. In the studies, researchers identified data quality as one of management information systems' six main dimensions (MIS) dimensions. Research Information Systems (RIS), one of the most well-known management information systems in research, has recorded, controlled, and disseminated research. Today, research management and policy-making are inconceivable without them. Hence, the quality of data and research information in a RIS and its evaluation and measurement are management strategies.

The "Ganj" system is one of the critical systems in disseminating research outputs in Iran. For this reason, improving the quality of search results of this system is one of the basic strategies to enhance its performance. The root of the quality problems observed in the results obtained from the search process, as well as the increase in user satisfaction with the "Ganj" system, depends on the correct and quality operation of the registration system, which is at the beginning of the registration, organization, and dissemination process. Based on the quality plan of the registration system, the discrepancies observed in the documents are identified, and the researcher is informed. In the current situation, the inconsistencies observed by the staff of the Registry and the provision of information in the process of registration of "Thesis/Dissertations" documents are not structured. This means that after observing any discrepancies in the documents registered by the graduates, each employee reports the discrepancies in the registration system in the space allocated based on their knowledge of the desired status of the documents. On the other hand, in the existing structure of the registration system, there is no specific category for registering inconsistencies in "Theses/Dissertations" documents. This situation brings the following problems in terms of process and quality management.

• The current situation does not allow proper analysis of why the documents are returned due to non-compliance with the standards. This problem results in an incorrect analysis of the cause of inconsistency and identification of the frequency of each cause, an inability to provide solutions to improve the process, and the registration system cannot be presented more efficiently and effectively.

• It is impossible to fully train new staff (if needed) and provide a framework for developing the system's capacity to control more credentials. This means that in the current situation, if the system's capacity increases and new users need help, each new person must be next to an educator. Only if the educator has a lot of accuracy and patience can he educate the new person about the quality problems and the reasons for returning them. This method is not systemic and can lead to errors and forgetting some causes.

In addition to the above, standardization and analysis of the causes of inconsistencies in the registration system will make the integration of registration and indexing processes more straightforward in the long run and lead to the development of large systems. It also facilitates more detailed analyzes of the status of different universities in terms of the quality of the documents they register. This study aims to consider the many benefits of standardizing causes in retrieving "Theses/Dissertations" documents by providing a standard framework for the discrepancies observed in the documents of graduates of the entire country, providing a proper
analysis of the discrepancies and their extent.

**Research background**

Previous works emphasized that data quality generally addresses areas of semi-structured, unstructured, and multimedia data types. These studies focus on semi-structured and unstructured data in terms of data quality to a strong historical relationship between data quality and database design and structure. While biased, integrated approaches focus primarily on structured data that provides the most information resources in organizations (Avenali Batini, C., Bertolazzi, P. & Missier, 2008). Today, semi-structured and unstructured data are much more common as organizational resources. Knowledge management, web protection, and GIS are essential research areas in the context of data quality. Rahman, Mannan, Hossain, Zaman and Hassan (2018) examined data quality techniques for semi-structured and unstructured data. Improving data quality techniques for unstructured and semi-structured data in these areas requires more correlation between different specialties, prolonging data quality improvement (Taleb, Serhani, M. A. & Dssouli, 2018).

Concerning the various dimensions of information quality, concerns about the quality and reliability of information are increasing among online searchers, information professionals, and the general public (Russell-Rose, Chamberlain, J. & Azzopardi, 2018). Based on this principle, information professionals assist clients in understanding the limitations of data sources, fostering critical thinking about the data, and assessing the accuracy and validity of the information collected. Therefore, quality improvement is a vital issue today and needs to be considered an essential strategy for organizations. Throughout the data production chain, from the database producer to the end-user, building collaboration and a comprehensive commitment to the system to improve quality continuously is essential and inevitable.

The relationship between data and process quality is a significant part of research because of organizations' relevance and diversity of business process characteristics. Different effects of data quality have been studied at three specific levels: operational, tactical, and strategic (Batini, Cappiello, Francalanci & Maurino, 2009). Data quality and its relationship with the quality of services, products, business operations, and consumer behavior in many general terms have been studied in this research. Standard and common data quality models such as Wang and Strong (1996) and the Data Warehouse Institute model in 2006, as well as the framework presented by Vaziri, Mohsenzadeh and Habibi (2017) and Khosroanjom, Ahmadzade, Niknafs and Mavi (2011), are studies in the field of data quality that considered various aspects. Also, today, models such as the model presented by Kwon, Lee and Shin (2014) for the metadata quality in the organization are available. Another main framework in the background of the research is the extensive classification proposed by Ershadi, Jalalimanesh and Nasiri (2019) for different types of discrepancies in the registration system.

In addition to the above, another group of studies has viewed data quality measurement as a goal and presented various reports on measuring its aspects. Customer domain and data measurement are currently considered by some researchers (Peltier, Zahay, D. & Lehmann, 2013; Ershadi & Omidzadeh, 2018; Petrović, 2020; Sharma, 2020). Training metadata is another practical aspect that Ochoa and Duval (2006) developed as a measuring model. This model has received more attention in recent research focusing on metadata (Nikiforova, 2020). A similar framework is provided in real estate registry data to assess the quality of the database, where categories such as relevance, accuracy, and cost of poor-quality data are considered.
Some solutions are related to data improvement, while others focus on production and processes, aiming to provide improvement. Solutions such as guiding the dissertation registration process users fall into the process-oriented category. Process-oriented strategies for improving data quality have been considered by Azeroual, Saake, Abuosba and Schöpfel (2020), Falge, Otto and Österle (2012), and Michelberger, Mutschler and Reichert (2011). On the other hand, introducing a specific format for dissertation files and resolving the quality issues of pdf files fall into data-driven solutions. In this regard, Azeroual et al. (2020) considered solutions to address inconsistencies in research data management. Such solutions were also presented by Sidi, Panahy, Affendey, Jabar, Ibrahim and Mustapha (2012) and Batini, Cabićza, Cappiello & and Francalanci (2008).

Determining strategies for improving data quality may be considered a managerial policy of an organization (Azeroual, Ershadi, Azizi, Banihashemi & Abadi, 2021) and needs strategic tools such as the SWOT approach. For electronic health report (HER) data Kapsner et al. (2019) provided a comprehensive framework that includes solutions for innovative medicine. Elouataoui El Alaoui, I., El Mendili, S. and Gahi (2022) developed a big data quality framework using weighted metrics. Also, data mining as a technical method can help data quality experts provide effective improvement solutions (Edris Abadi, Ershadi & Niaki, in Press).

Regardless of the strategy adopted to improve data quality, after studying the research background, a set of common models and methodologies in data quality and information were identified and categorized, introduced in Table 1.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Main name</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWQ</td>
<td>The Data Warehouse Quality Methodology</td>
<td>Jeusfeld, Quix &amp; Jarke (1998)</td>
</tr>
<tr>
<td>TIQM</td>
<td>Total Information Quality Management</td>
<td>English (1999)</td>
</tr>
<tr>
<td>CIHI</td>
<td>Canadian Institute for Health Information Methodology</td>
<td>Long &amp; Seko (2005)</td>
</tr>
<tr>
<td>COLDQ</td>
<td>Cost-Effect of Low Data Quality</td>
<td>Loshin (2001)</td>
</tr>
<tr>
<td>DaQuinCIS Data</td>
<td>Data Quality in Cooperative Information Systems</td>
<td>Scannapieco, Virgillito, Marchetti, Mecella and Baldoni (2004)</td>
</tr>
<tr>
<td>CDQ</td>
<td>Comprehensive Methodology for Data Quality Management</td>
<td>Batini et al. (2008)</td>
</tr>
<tr>
<td>EHR Data Quality Framework</td>
<td>Data Quality Framework for Electronic Health Record</td>
<td>Kapsner et al. (2019)</td>
</tr>
<tr>
<td>Big Data Quality Framework</td>
<td>An Advanced Big Data Quality Framework Based on Weighted Metrics</td>
<td>Elouataoui et al. (2022)</td>
</tr>
</tbody>
</table>
On the other hand, in each of the methodologies mentioned in Table 1, various methods for improving data quality are summarized in Table 2.

Table 2
Comparison of Data Quality Models Based on Improvement Steps

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Cost estimation</th>
<th>Assign the owner to the process</th>
<th>Assign the owner to the data</th>
<th>Strategy selection</th>
<th>Identifying the root causes of errors</th>
<th>Process control</th>
<th>Design data recovery solutions</th>
<th>Process redesign</th>
<th>Improvement management</th>
<th>Continuous monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDQM</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>DWQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>TIQM</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>DQA</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>ISTAT</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>AMEQ</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>COLDQ</td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>DaQuinCIS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>CDQ</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Although some studies mentioned the use of control charts to monitor the data involved in research information systems (Ashtarian Esfahani, Ershadi & Azizi, 2020) or provided root analysis (Ershadi & Ershadi, 2018), measuring and analyzing these data in a structured way that can improve data production and processes leading to management decisions has not been considered. Also, the distinguishing feature of data quality assessment in research information systems compared to other systems is that the controls and their results are in the form of text and do not have a specific and predetermined structure. This makes it more challenging to classify qualitative characteristics into standard structures such as accuracy, completeness, and relevance and reinforces the need to provide a native structure for evaluation. For example, the quality control expert of a dissertation text file inserts the defects observed in the file in a few phrases in the system, making it very difficult to map it with data quality standards.

Therefore, this research aims to provide a framework for measuring and improving the data quality of the Thesis/dissertation. Other sub-goals are presented as follows. To give a proper statistical analysis of the quality of scientific or research documents, a correct and predetermined structure is needed that is also reproducible. In addition, the framework presented in this research can be the basis of data quality research in other databases such as journals, books, and conferences. The current paper identifies and classifies discrepancies and provides statistical analysis of the results of these discrepancies and executive guidelines. In the next section, the research method is addressed.

Materials and Methods

As mentioned in the previous section, providing a clear and codified framework for evaluating and analyzing the quality of Theses/Dissertations documents is critical for developing and improving the data quality of this field of work. The approach used in this study, which is a continuation of many previous studies to evaluate and improve data quality, is based
on the Total Data Quality Management (TDQM) framework, which, if properly implemented, can lead to continuous data quality improvement in the organization (Wang & Stuart, 1990).

**Research approach**

The TDQM approach supports continuous data quality improvement by following four steps: planning, measuring, analyzing, and improving (Figure 1). This framework has been the basis of many data quality improvement programs and is still used in many studies today (Cahyono & Sucahyo, 2020; Liu, Mutschler & Reichert, 2020). Each of the main stages of TDQM shown in Figure 1 includes various activities, the most important of which are mentioned below.

![Figure 1: TDQM Cycle (Wang & Strong, 1996)](image)

At the Program definition stage, the main framework for evaluating data quality, indicators, and how to assess them is determined. Then, in the Measuring stage, the data quality is measured based on the framework and actions of the previous step. The data quality measurement results are analyzed in the third step. The extent of the differences between the data quality indicators and their predefined position is determined using appropriate techniques at this stage. Finally, in the fourth step, data quality improvement programs are codified. At this stage, the actions taken are essential in two ways: (1) changing the value of the data and (2) changing the data production processes.

**Introducing the focus group method**

One of the data collection methods is in mixed and qualitative designs of focus groups. Focus groups are organized discussion sessions, a group of people who can be considered the focus of a thematic discussion. Then, through group interviews, these people represent their opinions and experiences. Focus groups are superior to other research methods because their primary purpose is to explore people's attitudes, feelings, beliefs, experiences, and reactions that are not understood by other methods such as observation, personal interviews, and survey questionnaires.
Focused group discussions are a helpful way to bring people together to create new insights and ideas about the research topic. The benefits of using focus groups include quickly gaining insights on viewing and discussing an issue with complementary or contrasting perspectives. Participants are invited to share their views, and as they can hear and reflect on what others in the group are saying, they can also respond to what they have heard. This open and discursive approach to data collection can create a consensus in the group or create tensions and differences between group members when interacting (Robinson, 2019). Unlike interviews, the researcher assumes an environmental role in a focused group discussion rather than a pivotal role (Nyumba, Wilson, Derrick & Mukherjee, 2018).

The focus group method consists of four main steps:
1. Research design
2. Data collection
3. Analysis
4. Results

Research design
This process begins with identifying the primary purpose and defining the main objectives of the research. Based on the research goals, a list of questions is prepared to guide each focus group discussion session.

Data collection
The primary data collection methods during group discussions include recording audio and video, taking notes, and observing participants. However, each of these methods has different advantages and disadvantages, and researchers must consider specific topics of discussion when choosing a data collection method.

Analysis
At this stage, observational and qualitative data are examined and analyzed, and the answers given are categorized by content analysis and Ethnography Analytic Techniques.

Results
After analyzing the data, the results should be combined into a coherent report. The report can be presented as a narrative. In this report, in addition to the critical quotations of the participants, the information of the participants, such as gender, age, and level of education, should also be recorded.

Research sample
To implement the provided structure in quality control of the Theses/Dissertations, 10,000 registered documents were extracted as research samples. Quality appraisal of these documents was implemented based on the provided framework, and results were analyzed.

Research steps
The current research is based on the four-step TDQM approach and the following framework. In the first step, a framework for measuring metadata quality is defined. After determining the standard framework for evaluating the quality of documents in the
"Theses/Dissertations" registration system in the country, the structure provided by experts in science and technology of data quality and its validity is evaluated. Then, in the second step, based on the framework defined in the first step, the quality of data and metadata is measured in the registration system. The results obtained in the second step are analyzed in the third step. Finally, suggestions for improving data quality based on the performed analyses are presented in the fourth step. Figure 2 summarizes the method on which this research is based.

Figure 2: Research Steps to Measure and Analyze the Quality of "Thesis / Dissertations" Documents

In the continuation of this research, the results will be shown in four steps in the fourth section.

Results

Based on the four steps in the third section, this section will show the results in four sub-sections corresponding to each step.

Providing a macro framework to classify inconsistent materials

In the current situation, the registration and information management department staff first controls the metadata registered by the user in the registration system. Then, the PDF file and, finally, the Word file are checked. Accordingly, the discrepancies observed in the "Theses/Dissertations" documents are divided into these three general categories. In other words, the inconsistencies observed in the registration system either refer to the information entered in the system by the user (metadata) (first category) or to the Word file uploaded (second category) or the PDF submission file (third category). Hence, inconsistencies are divided into three main categories. In each of the three metadata groups, inconsistencies in the information items registered by the user can be categorized. Figure 3 illustrates the categorization described. Metadata contains information registered in the registration system by users and includes various information items such as name, surname, name of the supervisor, etc. As shown in Figure 3, the second level deals with information items. Errors may occur by the user in any information item; in other words, the type of discrepancy observed depends on...
it (Level 3). For example, the user may misspell his name in the bibliographic information section of the registration system (metadata) or may not enter his full name. So, this discrepancy is related to metadata at the first level. Also, the "name" information item is the second level of this discrepancy. The third level, "no suffix inserting," will be the type of inconsistency. Next, an email is sent to the user, indicating the discrepancy observed. Accordingly, the last part of the structure of inconsistencies is dedicated to the email sent to the user. In other words, to standardize the notification process to the user registering for the Theses/Dissertations, a standard text is sent to the user to edit their document based on the email description after selecting the type of inconsistency.

As seen in the structure of Figure 3, in the first level, the structure of a data-determining inconsistency or metadata of the "Theses/Dissertations" document is examined. This level only specifies inconsistency in the metadata or data category (Word or PDF files). At the second level, the information item will be the basis for classification from the discrepancies observed in the "Theses/Dissertations" metadata in the registration system. Therefore, at the next level, various information items of the registration system must be specified.

Figure 3: Macrostructure of inconsistent cases in the document registered in the "Theses/Dissertations" registration system

Figure 4 shows the broad categorization of the information item in "Theses/Dissertations" metadata. Similarly, in the data recorded in the registration system (Word and PDF files), the second level of inconsistency classification includes various information items in this data.
Figure 4: Extensive structure of the second level (information item) in metadata inconsistencies in the documents registered in the "Thesis/Dissertations" registration system.

Figure 5 shows the broad structure of these discrepancies.

Figure 5: Extensive structure of the second level (information item) in data inconsistencies in the documents registered in the "Thesis/Dissertations" registration system.
Mismatch coding structure

To improve the access of the experts controlling the registration system to the standard structure of inconsistencies, the codes given to each inconsistency are provided in a standard form so that the code can be assigned easily. As shown in Figure 3, the discrepancies are presented in three categories: metadata, Word, and PDF. For this reason, the codes of these three categories start with the numbers 1, 2, and 3, respectively. The general structure of this coding can be seen in Figure 6.

![Diagram of Mismatch coding structure](image)

The digit to the left of the code

*Figure 6: Macrostructure of coding inconsistent items in "Thesis / Dissertations" documents*

On the other hand, the second digit is related to information items, where an attempt has been made to provide a suitable structure for the second digit. Figures 7 and 8 show the structure of the second digit of the discrepancies for the metadata (initial digit 1), the PDF file (initial digit 2), and the Word file (initial digit 3), respectively.
Figure 7: Coding structure of the second digit in cases of inconsistencies in the metadata of the "Thesis / Dissertations" registration system
After determining the first and second digits of the mismatch code structure, the third digit starts and continues one after the other. Given that data quality analysis focuses on the first two digits, the structure of the third digit (due to limited article size) is not mentioned. A working group of data quality/metadata experts is formed to evaluate the validity of the prepared framework. Iran's Science and Technology Information Deputy, Director of Information Organization and Analysis, Director of Information Registration and Provision, and three key experts working to control "Theses/Dissertations" documents form this working group. Each working group member evaluates and reviews the prepared draft from various technical and practical aspects. Ease of use for registration system experts, ease of understanding for the user of the registration system, the ability to analyze and summarize, and the completeness and comprehensiveness of the codes and structure provided are the main criteria in reviewing the validity of the proposed structure. Finally, after finalizing the structure and the codes, the second step of the research, namely the implementation of this structure, began, which is presented as follows.
Data and metadata quality evaluation of "Theses/Dissertations"

In this step, control experts use the standard framework presented in the previous section at the operational level. In this regard, the expert defines the standardized inconsistencies of the registration system based on the coding so that experts can use the new structure when evaluating each "Theses/Dissertations" document. The increased validation structure of the discrepancies is used experimentally over two months. At the end of the evaluation phase of each "Theses/Dissertations" document, if the document is considered inconsistent, one or more of the standardized codes in the second step are selected and registered in the system. These codes can be reported at any time desired by the control expert, providing a good platform for analyzing the results in other research steps. In the third step of this research, an analysis of the results obtained in the second step is presented.

Analysis of quality assessment results

After receiving the information and the codes selected for returned documents (10,000 documents) (the structure of this code as shown in section 4.1), each code's frequency is first obtained. Then, each code's observation percentage is obtained by dividing the number of views by the total number of repeats of all codes. To increase the accuracy in analyzing the results of data quality evaluation, the results in this section are presented in two subsections. In the first subsection, regardless of the type of degree in a specialized field such as engineering or humanities, a macro-analysis of all data and metadata is provided. Then, as the specialized field of the graduates significantly affects the quality of the registered documents, another analysis appropriate to the specialized field of the documents is presented. One of the essential advantages of this analysis is that instructions based on the specialized domain of users can be provided when entering information into the registration system. For example, a guide given to an engineering student may differ from a science student who uses Latex software to write the text of their dissertation.

In what follows in subsection 4.4.1, the results of the macro analysis of the documents are reported.

Results of quality assessment analysis in all inconsistent documents

Data and metadata codes are entirely put together with no separations. Also, no particular categorization is performed on the documents (such as specialized fields). Table 3 shows the observed frequency of all codes separately for each code. Figure 9 provides a better comparison of the information obtained from Table 3. It should be noted that for the visibility of the repetitive codes and to compare them properly, only the codes accounted for more than one percent of all the codes presented in this diagram.

<table>
<thead>
<tr>
<th>Row</th>
<th>Code name</th>
<th>Frequency</th>
<th>Observation percentage</th>
<th>Row</th>
<th>Code name</th>
<th>Frequency</th>
<th>Observation percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>125</td>
<td>963</td>
<td>9.26</td>
<td>41</td>
<td>115</td>
<td>50</td>
<td>0.48</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>707</td>
<td>6.79</td>
<td>42</td>
<td>130</td>
<td>48</td>
<td>0.46</td>
</tr>
<tr>
<td>3</td>
<td>280</td>
<td>575</td>
<td>5.53</td>
<td>43</td>
<td>101</td>
<td>47</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>540</td>
<td>5.19</td>
<td>44</td>
<td>354</td>
<td>46</td>
<td>0.44</td>
</tr>
<tr>
<td>5</td>
<td>256</td>
<td>463</td>
<td>4.45</td>
<td>45</td>
<td>225</td>
<td>45</td>
<td>0.43</td>
</tr>
</tbody>
</table>
The results presented in Figure 9 show that the most inconsistency is related to the quality of metadata (information recorded in the system by the user) (Code 125). In other words, the defense date problem and its inconsistency with the "Theses/Dissertations" title have been seen in more than 9% of the returned documents. There are four other data codes in the five principal codes used in inconsistent documents, except for the first code related to the user's defense date (PDF and Word files). Code 200 (second rank), the discrepancy between the Persian title page in the PDF file and the information registered in the system, has been seen in 6.67% of the returned documents. Code 280 (third rank) refers to the English title page. Inconsistency of this page with the information entered in the system has been seen in 3.53% of inconsistent documents. In 5.19% and 4.45% of the returned documents, Codes 300 and 256, the Persian title page problem in the Word file, and the presence of white pages in the dissertation have the fourth and fifth ranks, respectively.
Quality assessment analysis in inconsistent documents by specialized fields

This section analyzes the reasons for returning "Theses/Dissertations" documents separately in specialized fields such as medical sciences, engineering, etc. Based on the performed analyses, the specialized group presents some key results separately (Table 4). Among the 10,406 codes used in documents returned to users, 93 (1%) belong to medical sciences, 2154 (21%) to engineering, 60 (1%) to veterinary, 5747 (55%) to humanities, 1039 (10%) are related to science, 593 (6%) are related to agriculture, and 720 (7%) are related to art. In the veterinary field, codes 256, 125, 158, 200, and 300 have the highest frequency among the selected codes. White pages in the PDF file, the contradiction of the registered defense date with the title page, registration of more than one keyword in a field, and inconsistency of the Persian title page in the PDF and Word files are the most common reasons for the discrepancies. 10, 8, 7, 7, and 7 are the percentage of inconsistent documents with this type of error.

In the field of humanities, codes 125, 200, 280, 300, and 140 have the highest frequency among the selected codes. The inconsistency of the recorded defense date with the title page is the most frequent. Inconsistency of Persian and English title pages in PDF files, inconsistency of Persian title page in the Word file, and carelessness in registering the abstract are the most common reasons for contradiction, representing 9, 7, 6, 5, and 5 percent of inconsistent documents, respectively.
Table 4
Comparison of the Percentage of Repetitive Codes Viewed by Specialized Field

<table>
<thead>
<tr>
<th>Repetitive codes with inconsistencies</th>
<th>Veterinary</th>
<th>Humanities</th>
<th>Basic Science</th>
<th>Engineering</th>
<th>Medical Sciences</th>
<th>Agriculture</th>
<th>Art</th>
</tr>
</thead>
<tbody>
<tr>
<td>code</td>
<td>code</td>
<td>code</td>
<td>code</td>
<td>code</td>
<td>code</td>
<td>code</td>
<td>code</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>12</td>
<td>9</td>
<td>39</td>
<td>10</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>20</td>
<td>7</td>
<td>25</td>
<td>6</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>28</td>
<td>6</td>
<td>12</td>
<td>6</td>
<td>30</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>30</td>
<td>5</td>
<td>20</td>
<td>6</td>
<td>28</td>
<td>6</td>
</tr>
<tr>
<td>30</td>
<td>7</td>
<td>14</td>
<td>5</td>
<td>15</td>
<td>5</td>
<td>25</td>
<td>5</td>
</tr>
</tbody>
</table>

In basic science, codes 391, 256, 125, 200, and 158 have the highest frequency among the selected codes. Writing the dissertation in another format, the presence of white pages in the PDF file, the discrepancy between the registered defense date and the title page, the discrepancy between the information registered in the system and the Persian title page in the PDF file, and finally, inserting more than one keyword in a field are the most common reasons for contradiction. 10, 6, 6, 6, and 5 percent of inconsistent documents have these errors, respectively.

In engineering, codes 125, 200, 300, 280, and 256 have the highest frequency among the selected codes. The discrepancy between the date of defense registered with the title page, inconsistency between the information registered in the system and the Persian title page in the PDF file, inconsistency between the information registered in the system and the Persian title page in the Word file, contradiction between the English title page in the PDF file, presence of white pages and finally inconsistency of the date of defense recorded with the title page are the most common reasons for inconsistencies, with 11, 7, 6, 6, and 5 percent of inconsistent documents having these types of errors respectively.

In medical sciences, codes 200, 256, 140, 119, and 125 have the highest frequency among the selected codes. Unlike other areas, metadata codes have a larger share of the five most common codes in this area. The discrepancy between the Persian title page in the PDF file, the presence of white pages in the PDF file, the word "abstract" at the beginning of the abstract registered in the system, the discrepancy between the English title of the Theses/Dissertations in the system and the title page are the most common reasons for the contradiction. 8, 7, 5, 4, and 4 percent of inconsistent documents have these errors.

Codes 158, 125, 256, 200, and 140 have the highest frequency among the selected codes in agriculture. Inserting more than one keyword in a field, the inconsistency of the defense date with the information of the Theses/Dissertations title page, the presence of white pages in the PDF file, the inconsistency of the Persian title page in the PDF file with the system information, and finally the existence of the word "abstract" at the beginning of the abstract registered in the system, are the most common reasons of inconsistencies, with 9, 7, 7, 4, and 4 percent of inconsistent documents having these types of issues, respectively.

In the field of art, codes 125, 280, 200, 300, and 351 have the highest frequency among the selected codes. The discrepancy between the defense date and the information on the Theses/Dissertations' title page is the highest. Incompatibility between the English and Persian title pages of the PDF file with the system information, the inconsistency of the Persian title
page in the Word file with the system information possesses the next highest percentage. Finally, incomplete Word file text is the most common reason for contradiction, with 10, 7, 7, 5, and 5 percent of inconsistent documents having these errors, respectively.

Also, 6,105 data codes (a problem in files) and 4,301 metadata codes (information registered in the system) have been used 10,406 times of using codes. In other words, 59% of the discrepancies are related to the attached files and 41% to the information recorded in the system. As mentioned earlier, the inconsistency of the defense date is the biggest problem observed. Besides, carelessness in abstract registration (code 140) and inserting more than one keyword in a field (code 158) have the highest repetition in the observed inconsistencies. In the following, some key results are presented based on the analysis performed separately by the expert group (Table 4).

**Providing improvement solutions**

As mentioned in the second section, various data quality models include strategies such as cost evaluation, process owner allocation, data owner allocation, strategy selection, process root cause identification, process control, data improvement solutions design, process redesign, improvement management, provide continuous monitoring to improve data quality. On the other hand, as shown in Section 4.4, the statistical analysis performed on the causes of discrepancies in dissertation documents in different departments shows the diversity of discrepancies. In this section, we put the knowledge extracted from the statistical analysis of discrepancies in the rows of the table and standard approaches to improve data quality in the columns of this table to demonstrate the results of proposed corrective measures in improving data quality in the body of the table. These actions are based on focus group meetings (described in Section 3) involving experts in information technology, data science, and research information systems. Table 5 contains the results.

**Table 5**

<table>
<thead>
<tr>
<th>Row</th>
<th>Repetitive codes</th>
<th>Code description</th>
<th>Titles of standard data quality improvement solutions (based on data quality management models)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>125</td>
<td>The problem of the date of defense and its inconsistency with the title page</td>
<td>Evaluating the costs of mechanically controlling the content of the title page using techniques such as image processing, OCR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Determining the appropriate and specialized owner for the registration process</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>To prevent the recurrence of this inconsistency, use process-oriented strategies in the registration process</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Users' carelessness when registering information in the registration system, insufficient familiarity of users with system information fields</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Using machine methods to control data quality, use error-free approaches in data recovery</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Using tool tips to guide users better</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Forming quality circles to provide system improvement solutions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Collecting and analyzing reports of discrepancies, provide continuous quality control reports</td>
</tr>
</tbody>
</table>
In the "Theses/Dissertations" registration process, the non-standardization of identified discrepancies and the lack of proper classification for discrepancies make statistical analysis of qualitative metadata problems complex and lead to improbable root analysis of observed errors. Therefore, in this study, the inconsistent structure observed in the registration system after standardization is placed as a tree structure in the registration system. The ultimate goal of this

<table>
<thead>
<tr>
<th>Row</th>
<th>Repetitive codes</th>
<th>Code description</th>
<th>Cost estimation</th>
<th>Assigning the owner to the process</th>
<th>Assigning the owner to the data</th>
<th>Strategy selection</th>
<th>Identifying the root causes of errors</th>
<th>Process control</th>
<th>Design data recovery solutions</th>
<th>Process redesign</th>
<th>Improvement management</th>
<th>Continuous monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>200</td>
<td>The discrepancy between the title page in the PDF file and the information registered in the system (Meta Data)</td>
<td>Evaluating the cost of machine extraction of metadata from title page information.</td>
<td>Determining the appropriate and specialized owner for the registration process</td>
<td>Assigning two suitable and specialized owners for the data and metadata registered in the system in terms of accuracy and being relevant</td>
<td>To prevent the recurrence of this inconsistency use process oriented strategies in the registration process</td>
<td>The inattention of users when registering information in the registration system, insufficient knowledge of users when completing information items in the system</td>
<td>Using checklists in the data quality control process</td>
<td>Using the feature of Recommendati on Systems in the registration system when completing information items by users use of online editors in textual information items</td>
<td>Design the sampling process in the final control in the process</td>
<td>Collecting and analyzing reports of discrepancies</td>
<td>Provide continuous quality control reports</td>
</tr>
<tr>
<td>3</td>
<td>280</td>
<td>Inconsistency of the English page with the information entered in the system</td>
<td>Evaluating the costs of mechanismall y controlling the content of the title page using techniques such as image processing, OCR</td>
<td>Determining the appropriate and specialized owner for the registration process</td>
<td>Assigning two suitable and specialized owners for the data and metadata registered in the system in terms of accuracy and being relevant</td>
<td>Data-driven strategy in improving the quality of information related to the English file title page</td>
<td>Users' carelessness when registering information in the registration system, Insufficient familiarity of users with system information fields</td>
<td>Using checklists in the data quality control process</td>
<td>Using machine methods to control data quality</td>
<td>Using ToolTip to guide users better</td>
<td>Collecting and analyzing reports of discrepancies</td>
<td>Provide continuous quality control reports</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>Problems of the Persian title page in the Word file</td>
<td>Feasibility of using Pdf software to convert Word file to Pdf with desired quality</td>
<td>Determining the appropriate and specialized owner for the registration process</td>
<td>Determining a suitable and specialized owner for the data and metadata registered in the system</td>
<td>A data-driven strategy is chosen to improve inconsistency. Because this discrepancy is related to the quality of the data</td>
<td>Postgraduat e students are unfamiliar with the principles of compiling and editing dissertation files, and Insufficient accuracy in compiling the final files of dissertations</td>
<td>Using checklists in the data quality control process</td>
<td>Developing guidelines for controlling title page inconsistencies as well as training data quality control staff</td>
<td>Using ToolTips to better guide users in compiling Pdf files in the registration system</td>
<td>Collecting and analyzing reports of discrepancies</td>
<td>Provide continuous quality control reports</td>
</tr>
<tr>
<td>5</td>
<td>256</td>
<td>The presence of white pages in the dissertation</td>
<td>Feasibility of using Pdf software to convert Word file to Pdf with desired quality</td>
<td>Determining the appropriate and specialized owner for the registration process</td>
<td>Determining a suitable and specialized owner for the data and metadata registered in the system</td>
<td>Data-driven strategies such as data cleansing and automated whiteboard removal solutions</td>
<td>Postgraduat e students are unfamiliar with the principles of compiling and editing dissertation files</td>
<td>Mechanica l control of dissertation data Using quality control checklists</td>
<td>Use of error-free approaches in data recovery</td>
<td>Using ToolTip to guide users better</td>
<td>Collecting and analyzing reports of discrepancies</td>
<td>Provide continuous quality control reports</td>
</tr>
</tbody>
</table>
study was to improve the quality of data (or metadata) of "Theses/Dissertations" within the country.

To provide improvement, two general strategies proposed by Batini et al. (2009), Glowalla, Balazy, Basten and Sunyaev (2014), and Günther, Colangelo, Wiendahl and Bauer (2019) were pursued. These strategies are (1) data-driven strategies and (2) process-driven strategies. Data-driven strategies improve data quality by directly modifying data values. For example, the quality of obsolete data is improved by updating it from another database and replacing it with updated data. Process-driven strategies also enhance quality by redesigning production and data transformation processes.

In the current work, some supervisory strategies were improved to propose improvement strategies, while the others included production and processing steps. The improvements included solutions such as guiding the user in the "Theses/Dissertations" registration process or the process-driven category. Process-driven strategies to improve data quality were considered in the works by Falge et al. (2012), Michelberger et al. (2011), Ershadi and Nabizadeh (2022), and Azeroual et al. (2020). On the other hand, introducing a specific format for "Theses/Dissertations" files and resolving the quality issues of PDF files were among the data-driven solutions. In this regard, Azeroual et al. (2020) considered solutions to address inconsistencies in research data management. Such solutions have been presented by Sidi et al. (2012), Batini et al. (2009), and Ershadi, Rajabi, Shirani and Rezaee (2016).

The main customized improvement actions defined for the quality of theses/dissertations through standard data quality models are as follows.

- Evaluating the costs of mechanically controlling the content of the title page using techniques such as image processing, OCR
- Determining the appropriate and specialized owner for the registration process
- Determining a suitable and specialized owner for the data and metadata registered in the system
- Data-driven strategies such as data cleansing and automated whiteboard removal solutions
  - Using checklists in the data quality control process
  - Use of error-free approaches in data recovery
  - Using ToolTip to guide users better
  - Forming quality circles to provide system improvement solutions
  - Collecting and analyzing reports of discrepancies
  - Providing continuous quality control reports

Conclusions

Based on the TDQM approach, this research presented a framework for evaluating and analyzing and finally improving the quality of "Theses/Dissertations" data and metadata. After implementing this framework in the "Theses/Dissertations" registration system in Iran, the results were comprehensively analyzed, based on which quality improvement strategies were proposed. The wide range of specialties in various dissertations, theses, and perspectives of researchers in each field makes it challenging to quickly analyze the recorded information's quality. As this study showed, the quality of the information recorded (at the metadata level) and the information contained in the uploaded files of "Theses/Dissertations" differed in each
field. This implied that it was necessary to define strategies for each area of expertise to improve the quality of the information in "Theses/Dissertations" at the macro level. In future research, using data mining techniques on the results obtained from inconsistent codes, more complete analyses can be performed on the quality problems of documents by a university, field, area, or other information items.

As inconsistent codes are written using data quality techniques and approaches, mapping between these codes and data quality dimensions such as completeness, accessibility, and evaluation of code status from a data quality approach will be significant in future research. On the other hand, correlations between inconsistent codes are among the issues not addressed in this work. It is suggested that this indicator be examined in the future. The practical results of this work are noteworthy because if the document control staff see a code, they can predict that another inconsistency is likely to occur and consider the contradiction in the quality control process.
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Endnote

1. For more information, refer to Ershadi’s (2019) book
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