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Abstract

This article presents an empirical evaluation to investigate the distributional semantic power of abstract, body and full-text, as different text levels, in predicting the semantic similarity using a collection of open access articles from PubMed. The semantic similarity is measured based on two criteria namely, linear MeSH terms intersection and hierarchical MeSH terms distance. As such, a random sample of 200 queries and 20000 documents are selected from a test collection built on CITREC open source code. Sim Pack Java Library is used to calculate the textual and semantic similarities. The nDCG value corresponding to two of the semantic similarity criteria is calculated at three precision points. Finally, the nDCG values are compared by using the Friedman test to determine the power of each text level in predicting the semantic similarity. The results showed the effectiveness of the text in representing the semantic similarity in such a way that texts with maximum textual similarity are also shown to be 77% and 67% semantically similar in terms of linear and hierarchical criteria, respectively. Furthermore, the text length is found to be more effective in representing the hierarchical semantic compared to the linear one. Based on the findings, it is concluded that when the subjects are homogenous in the tree of knowledge, abstracts provide effective semantic capabilities, while in heterogeneous milieus, full-texts processing or knowledge bases is needed to acquire IR effectiveness.
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Introduction

Efficiency and effectiveness are the two major criteria in evaluating information retrieval (IR) system performance. The effectiveness of information retrieval is highly dependent on the accurate and complete representation of document content. Natural language processing (NLP) is among the early approaches in representing documents in automated indexing systems. In fact, it calculates distributional semantics based on the assumption that linguistic items with similar distributions have similar meanings (Gritta 2015; Harispe, Ranwez, Janaqi & Montmain 2015). NLP-based IR brings in speed and ease of indexing while removing human errors and costs (Moskovitch, Martins, Behiri, Weiss & Shahar 2007), leading to a relatively high efficiency of IR systems. Although the huge number of indexed terms endangers the efficiency of the system (Scheffler, Schumacher & March 1974). It has also been revealed to be effective in identifying relevant documents (Lu, Kim & Wilbur, 2009), meeting users’ information needs (Swanson 1960; Salton 1970) even in competing with controlled vocabularies (Hersh and Hickam 1992; Hersh, Price & Donohoe 2000). However, NLP-based systems which are founded on plain lexicographic term matching, encounter serious challenges when dealing with semantics issues e.g. synonymy, polysemy, and semantic relations (Gabrilovich and Markovitch 2009). The consequence of using inaccurate and inadequate documents representations (Purcell et al. 1997) may be a high recall and a low precision (Moskovitch et al. 2007), and hence a low effectiveness in text-based IR systems. In spite of considerable improvement, advanced NLP techniques such as word embedding (Lavelli, Sebastiani & Zanoli 2004; Mikolov, Chen, Corrado & Dean 2013; Liu, Lang, Gu & Zeeshan 2017), were found to need knowledge-based techniques, such as sense graph embedding, to overcome the semantic issues (Wang, Mao, Wang & Guo 2017; Camacho-Collados & Pilehvar 2018). Therefore, NLP techniques are sometimes believed to be far from the desired situation in spite of four decades of research efforts in designing and testing the techniques (De Bellis 2009).

One of the widely tested solutions is the use of knowledge bases in indexing and representing documents or in the searching phase as a substitute or a supplement to the NLP techniques. Controlled vocabularies assigned by human or machine indexers are believed to be able to reduce the intrinsic ambiguity of natural language (Trieschnigg et al. 2009). Knowledge bases are advantageous in gathering together semantically-similar but lexically-different terms, overcoming linguistic discrepancies, representing concepts underlying words, controlling for word variations (Coyle 2008; Savoy 2005) and clarifying complicated relations of terms (Liu 2010). Despite the advantages, the costs, time and resources required to develop, implement and update the knowledge tools are among the primary factors affecting the efficiency of the systems (Papanikolaou, Tsoumakas, Laliotis, Markantonatos & Vlahavas 2017). This particularly holds for human indexing systems. For instance, it takes 2-3 months for a document included in Medline to be indexed manually, costing 10 dollars (Mao and Lu 2017).

Aside from the efficiency issues, the systems have not always been proven to ideally perform in retrieving relevant documents. Widespread studies aiming at comparing the
performance of the knowledge-base and NLP techniques have not been consistent in their results. For example, when contrasting NLP and MeSH searching modes, Saka, Gulkesen, Gulden & Koçgil (2005) found out that there are no significant differences between the results of the two search modes. Although some confirm superiority of the controlled vocabularies over text-based IR systems (Tenopir 1985; Svenonius 1986; Srinivasan 1996; Arellano, 2000; Chang, Heskett, & Davidson 2006; Moskovitch et al. 2007), some found that they are ineffective in improving information retrieval (Salton 1972; Savoy 2005) and even reduce the retrieval effectiveness (Hersh and Hickam 1992; 1993; Hersh et al. 2000). In searching for some solutions to increase IR effectiveness, some previous studies prescribe semantic indexing using a combination of the two methods (Peters and Kurth 1991; Hersh, Buckley, Leone & Hickam 1994; Shaw 1994; Muddamalle, 1998; Savoy 2005; Zhu, Zeng, & Mamitsuka 2009). This inconsistency of the results gives rise to the question whether the semantic tools are considerably more effective than the plain-text itself in retrieving documents. In other words, how powerful are plain-texts in predicting their semantic similarity? Furthermore, although several investigations compared the textual and semantic approaches in terms of effectively retrieving relevant documents, no studies that deal with a comparison of main parts of texts in representing semantic similarity using NLP techniques were found.

The present contribution endeavors to investigate texts power in predicting semantic similarity. To do so, it tries to verify the texts ranked by their textual similarity values in terms of their semantic similarity to a set of queries. In addition, in order to find the most powerful part in representing semantic similarity, it also tries to compare main parts of texts, including abstracts, bodies and full-texts, which have been reported to be effective in IR (Zeng, He, Chen, Ma, & Ma 2004; Rezapour, Fakhrahmad, & Sadreddini 2011), with different efficiency outcomes (Scheffler et al. 1974). As abstracts and bodies differ in the quantity of their textual component and thus in processing and memory loads they impose on IR systems, identifying the most powerful part of texts is useful not only in improving the effectiveness of IR results but also in reducing the computational costs of text processing and memory and thereby improving systems efficiency.

The plain-text similarity is measured on their lexical level. In order to measure semantic similarity, we use MeSH terms as a semantic representation of documents. Semantic similarity refers to the closeness, proximity, or nearness of two words in their meanings (Joubarne and Inkpen 2011; Inkpen and Désilets 2005). At the simplest level, two terms are believed to be semantically related if they are lexically similar. However, there exists lexically similar but semantically different words (like homographs) and vice versa. As a result, semantic similarity is measured based on the similarity or distance of their paths and hierarchies within the tree of knowledge operationally represented by hierarchical structures such as ontologies, thesauri and taxonomies e.g. Wordnet, MeSH (Névéol, Zeng, & Bodenreider 2006; Lee, Shah, Sundlass & Musen 2008; Leopold et al. 2012; Nazim Uddin, Duong, Nguyen, Qi & Jo 2013). In order to have a more realistic estimation of the plain-text similarity in predicting semantic similarity, the present study measures the semantic similarity
at two levels: the lower level is based on the intersection of the MeSH terms between two textually similar documents. This reduces the semantic similarity to a rough lexical similarity between MeSH terms. At a higher level, semantic similarity is also calculated based on their closeness within the hierarchy of the MeSH tree.

**Research Questions**

The present study aimed to answer the following questions:

1- Are the main parts of documents effective in representing semantic similarity?

2- Is there any significant difference between the effectiveness of the main parts of documents in representing semantic similarity at the precision points p@10, p@20 and p@50?

**Methodology**

In order to achieve the aforementioned aims, a test collection is built using the CITREC open source project code publicly released in 2015. Sim Pack Java Library is used to calculate a variety of textual and semantic similarity measures between queries and documents (Gipp, Meuschke & Lipinski 2015).

**Test Collection**

The test collection built consisted of three components including documents, queries, and relevancy measure.

*Population:* 13957 documents indexed in PubMed in 2010-2017 are downloaded. The reason for choosing PubMed was the open accessibility of its papers as well as the considerable advancement in controlled vocabularies of Life and Biomedical Sciences (Liu and Wacholder, 2017).

*Queries:* By Using PubMed IDs of the papers, 200 documents are randomly selected and served as queries. By measuring the similarity of each of the queries to the collection, 5115 unique documents are found to be similar to at least one of the queries. Given the matching of some of the documents to more than one query, the documents number reached 20000 at last.

*Documents:* Based on a “criterion technique”, top 100 documents were selected from the documents similar to each query, after calculating the similarity of each query to the 13957 documents.

*Relevance:* relevance criterion is an essential component of test collections (Manning et al. 2008). Since the present study is focused on determining text power in predicting semantic similarity, MeSH similarity is chosen as the relevance criterion and used as the Gold Standard (Gipp et al., 2015). As Harispe et al. (2015) put it, in designing semantic measures, especially those based on domain-specific ontologies, evaluation is based on the semantic interactions between semantic entities according to the analysis of semantic proxies (texts, ontologies) which are not necessarily to mimic human relevance but to be coherent with the knowledge expressed in the considered semantic proxy.

Semantic similarity: it is measured at two levels. At a simpler definition, the semantic
similarity is just calculated based on Jaccard Coefficient which divides MeSH terms’ intersection by their union. It is called “semantic similarity at the lexical level”. At a deeper level, the semantic similarity is measured using the descriptors distances in the thesaurus structure. To do so, a combination of Lin’s (1998) algorithm and the Information Content was proposed by Resnik (1995) as described in (Gipp et al., 2015) is used. We call it “hierarchical semantic similarity”.

Textual similarity: Lucene more-Like-This function was used to measure the texts similarity at three levels based on their importance, length and thus a number of elements requiring text processing. These include abstracts, bodies, and full-texts. It should be mentioned that titles were also verified to match similar documents. However, the number of similar documents matched by their titles were found to be very limited. Previous research found that title keywords are weak in finding similar (Sotudeh & Houshyar, 2018) and relevant documents (Byrne, 1975; Gross & Taylor, 2005). This may have roots in the fact that title context is too short to contain enough elements conveying document contents.

Data Analysis

After measuring the textual and semantic similarities, the documents are ranked based on their descending values of textual similarities. The top 100 documents in terms of textual similarity are chosen to be analyzed. nDCG (normalized Discounted Cumulative Gain), which is a useful tool for graded relevance (Kekäläinen, 2005), is used to evaluate ranking quality based on the position of the documents ranked. It is yielded by dividing the DCG (Discounted Cumulative Gain) to the ideal DCG (IDCG).

DCG is calculated by:

$$DCG_p = \sum_{i=1}^{p} \frac{2^{rel_i} - 1}{\log_2(i + 1)}$$

where “p” represents the precision point, “rel_i” is the relevance score of the i^th ranked documents and IDCG is measured by:

$$IDCG_p = \sum_{i=1}^{\lceil Rel \rceil} \frac{2^{rel_i} - 1}{\log_2(i + 1)}$$

where \( \lceil Rel \rceil \) represents the list of relevant documents (ordered by their semantic similarity scores) up to “p”.

nDCG is calculated for the documents in terms of their semantic similarities at three precision points including p@10, 20, and 50. In this way, nDCG values, ranging from 0 to 1, reflect the text power in predicting semantic similarity of its MeSH terms, i.e. the semantic effectiveness of textual similarity. In order to have an insight of the text power, one may take into account the values within a continuum from very weak (0-02 meaning 0-20% of effectiveness), weak (0.2-0.4 meaning 20-40% of effectiveness), medium (0.4-0.6 meaning 40-60% of effectiveness), strong (0.6-0.8 meaning 60-80% of effectiveness) to very strong (0.8-1 meaning 80-100% of effectiveness).

Given the non-normality of the data, even after the log-normal transformation, the nDCG
values are compared using the Friedman test, which is a nonparametric statistical test alternative to the one-way ANOVA with repeated measures.

Analyses were conducted at three levels including abstracts, bodies and full-texts. The term ‘body’ refers to the main body of information embedded in a paper, from the introduction to the conclusion, excluding abstracts, tables, figures and references. “Full-texts” encompass “bodies” and “abstracts”.

Findings

Text power in predicting semantic similarities

Figure one illustrates the text powers at the three levels of abstracts, bodies, and full-texts at P@10, 20 and 50 in terms of the mean values of nDCG. The horizontal axis of the graph is organized by descending order of efficiency level, and thus ascending order of processing load and browsing time. The vertical axis is devoted to the semantic effectiveness of textual similarity. As observed, the nDCG mean values vary from 0.55 to 0.77. The least mean value for the “semantic similarity at lexical level” is 0.67. It means that textual similarity can averagely predict 67% of the semantic similarity at the lexical level. In other words, if one wishes to reach an average semantic effectiveness of about 70%, it is sufficient to review top 10 textually-similar documents (p@10) processed for the least textual elements, i.e. abstracts.

It is also shown in the figure, that textual similarity is considerably powerful in predicting the hierarchical semantic similarity, although at a relatively lower level. As seen, the abstracts are capable of predicting about 55% of this kind of semantic similarity. Users should review 50 top-ranked textually-similar and fully-processed documents to reach the highest mean semantic effectiveness that can be achieved by textual similarity, i.e. 0.67%.

<table>
<thead>
<tr>
<th></th>
<th>Linear MeSH SIM</th>
<th>Hierarchical MeSH SIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract@10</td>
<td>0.75</td>
<td>0.64</td>
</tr>
<tr>
<td>Body@10</td>
<td>0.66</td>
<td>0.63</td>
</tr>
<tr>
<td>Full-text@10</td>
<td>0.62</td>
<td>0.61</td>
</tr>
</tbody>
</table>

*Figure 1*: The nDCG mean values for the semantic similarities predicted by textual similarities
Comparison of text powers in achieving semantic effectiveness

Using the Friedman test, the main parts of documents are compared in terms of their nDCG values, which reflect their powers in achieving semantic effectiveness at p@k=10,20,50.

**Table 1**
Comparison of main parts of texts powers in predicting semantic similarities

<table>
<thead>
<tr>
<th>Semantic SIM Measure</th>
<th>Textual Similarity</th>
<th>Text</th>
<th>Chi-Square</th>
<th>df</th>
<th>Asymp. Sig</th>
<th>nDCG Mean Rank</th>
<th>nDCG Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear MeSH SIM</td>
<td>@10</td>
<td>Body</td>
<td>4.3884</td>
<td>2</td>
<td>0.1114</td>
<td>2.050</td>
<td>0.686</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fulltext</td>
<td>1.903</td>
<td></td>
<td></td>
<td>2.048</td>
<td>0.685</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abstract</td>
<td></td>
<td></td>
<td></td>
<td>1.903</td>
<td>0.672</td>
</tr>
<tr>
<td></td>
<td>@20</td>
<td>Body</td>
<td>8.365</td>
<td>2</td>
<td>0.0152</td>
<td>2.083</td>
<td>0.714</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fulltext</td>
<td>2.036</td>
<td></td>
<td></td>
<td>2.063</td>
<td>0.714</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abstract</td>
<td></td>
<td></td>
<td></td>
<td>1.855</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>@50</td>
<td>Body</td>
<td>0.9837</td>
<td>2</td>
<td>0.6114</td>
<td>2.053</td>
<td>0.770</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abstract</td>
<td></td>
<td></td>
<td></td>
<td>1.970</td>
<td>0.769</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fulltext</td>
<td></td>
<td></td>
<td></td>
<td>1.978</td>
<td>0.769</td>
</tr>
<tr>
<td>Hierarchical MeSH SIM</td>
<td>@10</td>
<td>Fulltext</td>
<td>9.592</td>
<td>2</td>
<td>0.008</td>
<td>2.159</td>
<td>0.588</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body</td>
<td></td>
<td></td>
<td></td>
<td>1.975</td>
<td>0.581</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abstract</td>
<td></td>
<td></td>
<td></td>
<td>1.866</td>
<td>0.556</td>
</tr>
<tr>
<td></td>
<td>@20</td>
<td>Fulltext</td>
<td>22.535</td>
<td>2</td>
<td>0.000</td>
<td>2.227</td>
<td>0.603</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body</td>
<td></td>
<td></td>
<td></td>
<td>2.015</td>
<td>0.599</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abstract</td>
<td></td>
<td></td>
<td></td>
<td>1.758</td>
<td>0.565</td>
</tr>
<tr>
<td></td>
<td>@50</td>
<td>Fulltext</td>
<td>53.750</td>
<td>2</td>
<td>0.000</td>
<td>2.323</td>
<td>0.678</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body</td>
<td></td>
<td></td>
<td></td>
<td>2.075</td>
<td>0.675</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abstract</td>
<td></td>
<td></td>
<td></td>
<td>1.601</td>
<td>0.638</td>
</tr>
</tbody>
</table>

The results are illustrated in Table 1. As seen, the results reveal that the main parts of texts do not significantly differ in their powers of achieving lexical semantic effectiveness for the p@10 and 50. However, it is significant for p@20, where the abstract is the weakest among the textual parts.

Moreover, all analyses at all precision levels showed significant differences among the textual parts for the hierarchical semantic effectiveness in favor of longer parts, i.e. bodies and full-texts (Table 1). It should be mentioned that further analyses of the variables revealed that the significant difference is between abstracts on the one hand and bodies and full-texts on the other. The longer parts, however, equal in their semantic effectiveness.

As a result, the main parts of documents, being different in their potential to contain content and subject clues, vary in representing the meaning underlying the texts. Based on the finding, in achieving lexical semantic effectiveness, the shortest part of documents, i.e. abstracts, are more or less as powerful as the longer parts including bodies and full-texts. However, for the hierarchical semantic similarity, the length of texts is highly determining in
Investigating Text Power in Predicting Semantic Similarity

the achievement, so that the longer the text, the more powerful it can be in predicting this kind of semantic similarity. Consequently, processing of full-texts (including abstracts and bodies) of documents is seen to be inevitable to get to the highest power of semantic prediction.

Discussion & Conclusion

NLP-based information retrieval is built on the assumption that texts have the elements necessary to identify the concepts and subjects they carry and hence “all necessary information needed to retrieve them” (Hjørland, 2008). It measures distributional semantics based on the notion that similar meanings underlie similar distributions of words. Although the method has been found to successfully perform in retrieving relevant documents and satisfying users’ information needs (Swanson, 1960; Salton, 1970 & Lu, et al. 2009), it was criticized for its ignorance of related and synonym concepts which are not lexically similar (Petrakis, Varelas, Hliaoutakis & Raftopoulou, 2006). However, as far as our literature review goes, no studies have been found to tackle the problem by comparing the distributional semantics versus controlled hierarchical semantics. There are neither found investigations contrasting the main parts of documents in terms of their powers in predicting semantic similarity using NLP techniques.

Contrary to the previous literature which questions the effectiveness of distributional similarity in reflecting semantics (Mihalcea, Corley & Strapparava, 2006), the results of the present communication reveal that textual similarity can predict semantic similarity at two levels of lexical and hierarchical semantic similarity between MeSH terms. Although texts are averagely more powerful in predicting the former (up to 0.77), they are also shown to have considerable effectiveness in predicting the latter (up to 0.67). This means that semantically similar texts have linguistic elements in common and are more or less equally powerful for predicting semantic similarity either in the hierarchical structure of knowledge or at the reduced level of lexical similarity. The prediction of hierarchical semantic similarity also implies the effectiveness of the distributional similarity in word sense disambiguation e.g. for lexically similar but semantically different words (e.g. Homographs) that have already been tested and approved in several studies (Han, Giles, Zha, Li & Tsioutsiouliklis, 2004; Tang, Fong, Wang & Zhang, 2012; Sotudeh and Houshyar, 2018).

As seen in figure 1, browsing a higher number of documents by users and processing higher parts of documents by systems, does not necessarily yield higher lexical semantic effectiveness. The more or less equal effectiveness of abstracts, compared to their full-texts, is due to the fact that abstracts are not only consistent with their mother articles, but also more subject-intensive, as they cover central rather than peripheral features of the articles (Strang, 1997). It may also have roots in the fact that keywords used by authors have a lot in common with controlled terms used in knowledge tools (Ansari, 2005; Gil-Leiva & Alonso-Arroyo, 2007). This may also happen - either consciously or subconsciously - when writing abstracts. The finding is consistent with Byrne’s (1975), confirming the robustness of abstracts alone in retrieving relevant papers. It is also in line with Shin, Han & Gelbukh (2004) who found that taking Medline abstracts into consideration, along with MeSH terms, significantly improves
the retrieval results. However, it is not consistent with theirs, in that they revealed that the abstracts alone do not provide enough information for search. Scheffler et al. (1974) also discovered that excluding document bodies from indexing terms would considerably increase efficiency, causing no significant decrease in effectiveness compared to other textual elements (including titles, abstracts, table of contents and figures) that achieve the optimum retrieval. The fact is highlighted by the present study, too. As seen in Figure 1, the distance between the lowest and highest levels of semantic effectiveness is about 10 and 12% for the lexical and hierarchical semantic measurement, respectively. The improvement is gained by minimizing the efficiency of the system, i.e. highest processing loads possible and a relatively longer browsing time for users. This means that maximizing the processing load would yield just a small improvement in the semantic effectiveness of textual similarity (10-12%). The improvement does not seem such considerable to justify the costs imposed on NLP and indexing systems.

The effectiveness of abstracts in reflecting the similarity of MeSH terms implies that databases founded just on abstract processing, not supported by knowledge bases, realize a considerable level of lexical and an acceptable level of hierarchical semantic similarity. In more heterogeneous milieus, with more hierarchical subject relations, texts can be effective provided that longer parts of documents are processed and users are encouraged to browse more top-ranked documents returned.

One should bear in mind that the effectiveness of textual similarity in predicting hierarchical semantic similarity is at the utmost 0.67 for the top 50 ranked documents. Consequently, it does not eradicate the need for knowledge bases in order to achieve a 100% performance. This is in line with previous literature which emphasized the need for continuing the use of controlled vocabularies along with texts to maximize the effectiveness of searching (Gross and Taylor, 2005; Garrett, 2007; McCutcheon, 2009; Strader, 2011; Gross, Taylor & Joudrey, 2015).

Given the challenges of developing, maintaining, and updating knowledge bases, it is desired to have more ready-made and efficient measures helping to improve the semantic effectiveness. In our ongoing studies, we are, therefore, trying to use textual elements enriched with bibliometric and altmetric evidence to enhance the effectiveness of retrieving medical papers.
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