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Abstract - A new integrated model is developed for information systems planning. In this model, entitled HISSPM, a combination of the strengths of Critical Success Factors (CSF) method, Analytic Hierarchy Process (AHP) technique and Genetic Algorithms (GA) is used to identify and prioritize the required information systems. This model considers both qualitative and quantitative factors, as well as the importance of the factors to decision-makers, and can solve problems with relatively wide search space. Comparing the results of the proposed model with those of the famous available models reveals that the proposed model is valid and efficient. The model tested on a real world problem, resulting in a portfolio of prioritized information systems, under certain conditions and constraints, which have alignment with organizational goals, strategies and plans. This model can help encourage managers in optimal or near-optimal decision-making boost investments on required information systems.
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INTRODUCTION

In the information age, evaluation, prioritization and selection of information system projects are the major concerns of IS managers. As a matter of fact, no company has enough resources to meet all system projects’ needs, nor are all the requests necessarily good ones [1]. Therefore, a method must be applied to prioritize system projects’ requests based on the right criteria. This is done in Information Systems Strategic Planning (ISSP) process.

ISSP is the first stage in the system development life cycle. The main purpose of ISSP is to identify which information systems are needed rather than planning the details for any specific system. An IS plan should show which new systems are required. It should also show the sequence in which they should be implemented [2].
Some of the best known IS planning methods include IBM's Business Systems Planning (BSP), Strategic Systems Planning (SSP), Critical Success Factors (CSF) and Method/1 and End/Means Analysis. Some of these methods deal with the challenging problem of determining the set of IS projects that require implementation within the planning horizon, but they do not provide structured, optimal solutions to the problem of setting up priorities. In other words, they fail to determine the order of project implementation. For example, the CSF method is based on factors which determine the success or failure of the organization. The method involves: definition of organizational objectives, definition of success factors and measures for each, and analysis of the existing information systems. These components define the crucial subsystems, their interrelationships and the information types for each subsystem, but do not determine the order of subsystem implementation [3].

Research has shown that despite the growing number of theoretical frameworks for ISSP, practice still faces four major problems:

1. Need for integration of ISSP and overall corporate strategy [2]; in other words, difficulty assuring consistency with organizational plans and objectives [4].
2. Moderate practical utility of existing ISSP methodologies [2].
3. Limited management involvement and commitment to the ISSP activity [2].
4. IS planning methods do not provide structured, optimal solutions to the problem of setting up priorities [3].

This article attempts to introduce an ISSP model, entitled HISSPM, which aims at solving the major problems mentioned above and to increase the effectiveness of IS planning within organizations. These aims are achieved by combining the strengths of CSF method, AHP technique and genetic algorithms. This model guarantees the alignment of information systems with organizational objectives, strategies and plans. Furthermore, because of the mechanisms considered, the model facilitates active participation of managers and users in information systems planning process.

LITERATURE REVIEW

The literature review of this study is organized according to the three basic parts of the proposed model: CSF method and information systems prioritization, AHP technique, and genetic algorithms.

CSF METHOD AND INFORMATION SYSTEMS PRIORITIZATION

Due to the importance and the difficulty of systems planning, it is valuable to have a framework or methodology to guide the process. Over the years, a number of approaches have done a better job of planning [5]. A technique used with great success in a growing number of corporations, analyzes the critical success factors (CSFs) of the enterprise and the executives that manage it [6]. The use of a CSF approach for information systems planning was developed at MIT's Sloan School of Management.
Subsequently, Rockart [7] employed the method to determine the key information needs of top executives [8].

The CSF approach, as conceived by Rockart [7], is essentially an IS planning methodology for top-level management. Bullen and Rockart [9] later extended the application of the CSF concept to other managerial levels within an organization [8].

The CSFs for any business or business function are the limited number of areas (usually four to six) in which satisfactory results will ensure the firm’s successful overall performance. These are the activities that have a major impact on short-term effectiveness as well as long-term growth. Although CSFs vary widely with industry and across firms, they are generally derived from the same sources. In order to set information system priorities, the CSFs are analyzed to determine the relative priorities among the systems to be developed. Since CSFs provide strong evidence of areas that management considers important for the success of the organization, it follows that systems supporting these areas should receive priority [10].

Khandelwal and Ferguson [11] have developed a modified method for prioritization of CSF. In their method, after identifying a number of CSF constructs and designing a survey instrument, for each CSF construct on the survey instrument, the respondents are asked to rate the criticality of the CSF on a four-point Likert scale of 1 (critical) to 4 (not required), or alternatively indicate if they have already achieved that CSF. After rating each of the CSFs, the respondents are asked to review the list, select their top five CSFs and write them in order of importance in the space provided on the survey instrument.

The main strengths of CSF analysis are two-fold: it provides effective support for planning, since the consideration of critical activities develops management insights and it also serves as the effective top level for a subsequent structured analysis [12]. Nevertheless, the major weakness of the approach is that it does not provide structured, optimal solutions to the problem of setting up priorities. In other words, the method defines the crucial subsystems, their interrelationships, and the information types for each subsystem, but does not determine the order of subsystem implementation [3].

To solve the problem of information systems prioritization and selection, some researchers and practitioners have provided structured solutions. For example, Buss [13] suggests an approach to rank computer projects. In his approach, the IS manager as coordinator, users and top executives can contribute to an eight-step process that will reconcile differing perspectives and will permit an orderly ranking of projects. Burch and Grudnitski [1] propose a different approach for information systems project prioritization. Their proposed method entails filling out a systems project request form: preparing a systems project request priority worksheet and finally plotting a system project request priority grid. The points on the grid indicate each project request’s level of priority. Shoval and Giladi [3] introduce a method that utilizes the cost-benefit graph, which considers the expected cost and benefit of each of the projects comprising the set, as well as the weight (importance) of the cost and benefit factors to decision-makers. Chen and Gorla [14] propose a model by incorporating fuzzy logic as a decision tool for information system project selection. They model MIS project
selection using fuzzy logic by including both quantitative and qualitative factors. The procedure includes defining quantitative and qualitative factors, defining membership functions, performing fuzzification on the input values, constructing fuzzy inference, and performing defuzzification in order to produce an output value. The project that has the highest output values is selected.

One weakness of the mentioned methods is that as the number of required information systems alternatives increases, the performance of the methods decreases. The major weakness of these methods is that they do not provide optimal solutions, based on comprehensive ranking criteria, to the problem of setting up priorities. Furthermore, they do not provide mechanisms for increasing the involvement and commitment of management and users in the process. To achieve the measure of success, it is essential that there be coordinated participation in the planning and prioritizing process by managers and users throughout the organization. Analytic Hierarchy Process (AHP) is a technique that facilitates active participation of managers and users.

AHP AND ITS RELEVANT APPLICATIONS


This process involves pairwise comparisons. The decision maker starts by laying out the overall hierarchy of the decision. This hierarchy reveals the factors to be considered as well as the various alternatives in the decision. Then, a number of pairwise comparisons are done the result of which will be the determination of factors to be considered as well as the various alternatives in the decision. Then, a number of pairwise comparisons are made, which result in the determination of factor weights and factor evaluations. The alternative with the highest total weighted score is selected as the best alternative [16].

Roper-Lowe and Sharp [17] describe the way the Analytic Hierarchy Process (AHP) was applied to a decision concerning the selection of a computer operating system. The method was found to be a useful aid for identifying the criteria upon which a decision depends. It also revealed useful data about the concerns and preferences of decision-makers. Huizingh and Vrolijk [18] explore the appropriateness of Analytic Hierarchy Process (AHP) to support IS decision making. By using methods such as Information Engineering [6], Business System planning [19] or Critical Success Factors [7,20] management identifies a number of information systems that have to be developed. Then, it has to make the decision in which order these systems will be implemented. Determining the priority of each system is not easy because a large number of factors play a role. These factors involve both financial aspects and qualitative factors. Due to the characteristics of the project selection decision, AHP might be applicable. An AHP analysis is described by using the project selection decision as an example.

In a recent research, Lai, Wong and Cheung [21] have reported the results of a case study where the analytic hierarchy process (AHP) technique was employed to support the
selection of a multimedia authorizing system (MAS) in a groups decision environment. Three MAS products were identified and ultimately ranked using AHP. Six software engineers, who were technically competent and experienced, participated in their study. These engineers were trained to use AHP and were asked to apply this technique to select the most appropriate MAS product for adoption. A post-study survey and interview were conducted with all the engineers to collect further feedback on the use of AHP, as compared to their frequently used Delphi technique, in supporting group decisions. The experiment results and survey findings indicated that AHP was preferable to Delphi as AHP helped group members center a discussion around objectives, rather than alternatives. They also found the AHP to be more conducive to consensus building in group decision settings.

Despite the mentioned application of AHP, the main problem with it is the need for very tedious calculations, which can be made easier using personal computer software [22]. Where a large number of alternatives or required information systems exist, say 50 or more, the problem of finding the optimum portfolio is usually very difficult; this is a complex combinatorial problem, with the difficulty lying in the relatively large search space where complete enumeration may be intractable. However, genetic algorithms have already proved useful in solving many combinatorial problems with robust solutions [23].

GENETIC ALGORITHM AND ITS RELEVANT APPLICATIONS

The genetic algorithm was developed by John Holland [24] over the course of the 1960s and 1970s and finally popularized by one of his students, David Goldberg, who was able to solve a difficult problem involving the control of pipeline transmission for his dissertation [25].

Genetic algorithms are stochastic search techniques based on the mechanism of natural selection and natural genetics. Genetic algorithms, differing from conventional search techniques, start with an initial set of random solutions called population. Each individual in the population is called a chromosome, representing a solution to the problem at hand. A chromosome is a string of symbols; it is usually, but not necessarily, a binary bit string. The chromosome evolves through successive iterations, called generations. During each generation, the chromosomes are evaluated using some measures of fitness. To create the next generation, new chromosomes, called offspring, are formed by either (a) merging two chromosomes from current generation using a crossover operator or (b) modifying a chromosome using a mutation operator. A new generation is formed by (a) selecting, according to the fitness values, some of the parents and offspring and by (b) rejecting others so as to keep the population size constant. Fitter chromosomes have higher probabilities of being selected. After several generations, the algorithms converge to the best chromosome, which hopefully represents the optimal or suboptimal solution to the problem [26].

Literature review reveals that genetic algorithms are widely used in operation research and industrial engineering, but have been ignored in the information systems
planning. Genetic algorithms are applied in other areas of information systems, such as integrating genetic algorithms into intelligent systems [27], extending the effectiveness of simulation-based DSS through genetic algorithms [28], and using a genetic algorithm to identify predictors of information systems students success [29]. The proposed model is the first application of genetic algorithms in information systems planning process. In other words, in the proposed model, a combination of the strengths of CSF method, AHP technique and genetic algorithm are used to identify the prioritization of required information systems.

A MODEL FOR INFORMATION SYSTEMS PLANNING

Proposed model for information system planning is presented in Figure 1. In this model, the assumption is that identifying information requirements is done using critical success factor method, as CSF method is a powerful and deservedly popular technique in IS planning [30].

One of the difficulties associated with CSF analysis is that it does not determine information systems priorities. Another weakness is that it does not offer a structured method for prioritization of the CSFs. In the first component of the proposed model, in order to resolve the mentioned weaknesses, prioritization of CSFs are determined using AHP technique, based on the criteria of alignment with organizational objectives, strategies and plans. This prioritization is done by active participation of managers and results in recognition of the most important CSFs in order to allocate the resources needed for development of counterpart information systems.

No company has enough resources to meet all systems project requirements; therefore, it is necessary to determine the priority of organizational units for information systems development. In the second component of the proposed model, priority of organizational units for information systems development is determined using AHP technique, based on their contribution to realize organizational objectives, strategies and plans. Priorities of organizational units affect the allocation of resources to information systems development.

Ranking and assigning priorities to information system projects must be based on right criteria. Researchers and practitioners suggest various criteria for information systems evaluation and prioritization. These criteria can be classified in five categories as follows:

1- Strategic factors
2- Feasibility factors
3- Risk factors
4- Organizational benefits
5- Quantitative factors
The mentioned criteria may have different importance comparing each other, based on conditions and contingencies of every organization. Therefore, in the third
component of the proposed model, importance coefficient of information systems ranking criteria is determined using AHP technique. Relative importance of the criteria determines which criterion must be the focus of attention and what the weights of each criterion are in information systems prioritization.

In the fourth component, scores of each required information system are calculated based on the evaluations of managers and users from the five criteria perspectives. The resulting scores and also the resulting coefficients of the first three components are entered into the genetic algorithm component of the model.

Every organization has a large number of potential information system projects. The limited resources of an organization make it impossible to develop and implement all projects simultaneously, and, consequently necessitate making a choice among projects [31]. In the fifth component of the proposed model, genetic algorithms are used in order to find a near-optimal combination of prioritized information systems. The basic idea of genetic algorithms is well-known in the area of operation research and industrial engineering, but not in information systems planning.

The genetic algorithms component itself consists of five main sub-components. The first sub-component is 'chromosomal representation'. Each chromosome represents a candidate solution to the problem and comprises a string of genes. These genes are usually composed of binary, integer, or real values [23]. In this paper, the binary alphabet \{0, 1\} is selected, so that:

\[
X_i = \begin{cases} 
1 & \text{if information system } i \text{ is selected} \\
0 & \text{otherwise} 
\end{cases}
\]

The second is 'initial population'. It is necessary to create an initial population to serve as the starting point for the genetic algorithms. This population can be created randomly or by using specialized, problem specific, information [23].

Those working with genetic algorithms on other problems have used anywhere from 10,000 members to only 30, thus, the correct number is often the result of the specific problem to be solved, the genetic algorithm style (e.g. simple or steady-state) and the chromosome mapping and processing. For binary chromosome, one rule of thumb is to use a population of about five or six times the number of bits in the chromosome [32]. In this paper, the size of the population is determined using the mentioned rule of thumb.

The third sub-component is 'fitness evaluation'. Fitness evaluation involves defining an objective or fitness function against which each chromosome is tested for suitability for the environment under consideration. A high fitness value indicates a better solution than a low fitness value. As the algorithm proceeds, the individual fitness of the 'best' chromosome is expected to increase as is the total fitness of the population as a whole.

The fourth is 'selection'. It is necessary to select chromosomes from the current population for reproduction. The selection procedure picks out two parent chromosomes based on their fitness values, where the higher the fitness value, the higher the
probability that a chromosome is selected. The parent chromosomes are, then, used by the crossover and mutation operators to produce two offspring (which inherit the best characteristics of both parents) for the new population [23]. Reid [33] believes that the simplest, and one of the most widely employed, of the selection methods that currently exists is 'proportional selection', also known as 'roulette wheel selection'. In this paper, we use roulette wheel selection strategy.

The last sub-component is crossover and mutation. Once a pair of chromosomes has been selected, crossover can take place to produce offspring. A crossover probability of 1.0 indicates that all the selected chromosomes are used in reproduction [23]. However, empirical studies [34,35,36,23,37,32,38,39] have shown that better results, depending on the problems, are achieved by assuming a crossover probability of between 0.40 and 1.0. In the proposed model, after experimental analysis of the following values, 0.75, 0.80, 0.90, 0.95 and 1.0, the rate of 0.90 is used as the best solution was obtained from it.

If only the crossover operator is used to produce offspring, one potential problem that may arise is that if all the chromosomes in the initial population have the same value at a particular position, then all future offspring will have this same value at this position. To combat this undesirable situation, a mutation operator is used. This allows for random alteration of the genes (0 becomes 1 or vice versa). Typically, this occurs infrequently and, thus, mutation is of the order of about one bit changed in a thousand tested. Each bit in each chromosome is checked for possible mutation by generating a random number between zero and one, and if this number is less than or equal to the given mutation probability, the bit value is changed [23]. Over a wide range of applications, a mutation rate of between 0.05 and 0.001 has often been used [34,35,40,25,32]. In the proposed model after the experimental analysis of the following values, 0.05, 0.027, 0.01, 0.005 and 0.001, the rate of 0.01 was selected, since the best solution was obtained from it.

This completes one cycle of the genetic algorithm. The fitness of each chromosome in the new population is then evaluated, and selection, crossover and mutation take place once again until the termination criterion has been satisfied. If the optimization criteria are met, the result will be a near-optimal set of prioritized information systems that can be considered for future developments.

After designing the proposed model, in order to evaluate its validity, the data were used by researchers in the most important models such as Burch and Grudnitski [1], Shoval and Giladi [3], Chen and Gortl [14]. The results show that the proposed model has better performance than the mentioned models.

Then, the proposed model is applied in the real environment. Information systems requirements of a public organization are identified using the CSF method. On the other hand, the proposed model is applied for selection and prioritization of the identified information systems. This provides a basis for comparison of performance of the proposed model against the CSF method.

In the first component of the proposed model, priorities of the CSFs are determined, based on the degree of alignment with organizational objectives, strategies and plans.
Results of the first component are shown in Table 1.

<table>
<thead>
<tr>
<th>Organizational Units</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF₁</td>
<td>0.4215</td>
<td>0.2212</td>
<td>0.3340</td>
<td>0.1445</td>
<td>0.2798</td>
</tr>
<tr>
<td>CSF₂</td>
<td>0.0737</td>
<td>0.1989</td>
<td>0.2786</td>
<td>0.4940</td>
<td>0.1470</td>
</tr>
<tr>
<td>CSF₃</td>
<td>0.0285</td>
<td>0.1469</td>
<td>0.2204</td>
<td>0.0654</td>
<td>0.4217</td>
</tr>
<tr>
<td>CSF₄</td>
<td>0.1000</td>
<td>0.1842</td>
<td>0.1148</td>
<td>0.2155</td>
<td>0.0678</td>
</tr>
<tr>
<td>CSF₅</td>
<td>0.1436</td>
<td>0.2438</td>
<td>0.0488</td>
<td>0.0773</td>
<td>0.0804</td>
</tr>
</tbody>
</table>

In the second component of the model, priorities of organizational units for information systems development are determined. The results of this component are shown in Table 2.

<table>
<thead>
<tr>
<th>Organizational Units</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.4293</td>
</tr>
<tr>
<td>B</td>
<td>0.2513</td>
</tr>
<tr>
<td>C</td>
<td>0.1320</td>
</tr>
<tr>
<td>D</td>
<td>0.1290</td>
</tr>
<tr>
<td>E</td>
<td>0.0485</td>
</tr>
</tbody>
</table>

The results of the third component, for determining the relative importance of information systems ranking criteria, are shown in Table 3. The results indicate that strategic factors criterion is the most important.

<table>
<thead>
<tr>
<th>IS Ranking and Prioritization Criteria</th>
<th>Importance Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic Factors</td>
<td>0.4043</td>
</tr>
<tr>
<td>Feasibility Factors</td>
<td>0.1899</td>
</tr>
<tr>
<td>Risk Factors</td>
<td>0.1061</td>
</tr>
<tr>
<td>Organizational Benefits</td>
<td>0.1958</td>
</tr>
<tr>
<td>Quantitative Factors</td>
<td>0.1030</td>
</tr>
</tbody>
</table>

In the fourth component of the model, scores of each identified information system are calculated based on the five criteria. The scores resulting from this component and the resulting coefficients of the first three components are entered into the genetic
algorithms component of the model.

In the fifth component, the genetic algorithms are used to find near-optimal combinations of identified information systems. When implementing a genetic algorithm (GA), values need to be set for the various parameters, such as population size, crossover rate and mutation rate. The problem consists of thirty-seven identified information systems; therefore, a population of about 222 was optimal for a chromosome of 37 bits. However, due to resource constraints considered in the fitness function, a population of 1500 chromosomes is used. As previously mentioned, the rates of crossover and mutation are 0.90 and 0.01 respectively.

As perceived in Figure 2 and Table 4, the genetic algorithm converged in the eighth generation. Maximum fitness value in the range of \(0 \leq \text{fitness} \leq 1\) is 0.3203. So, the optimal set of prioritized information systems is determined.

![Figure 2: Optimization Procedure for Information Systems Prioritization](image)

Table 4: Fitness Results Using GA (Crossover Rate = 0.90, Mutation Rate = 0.01) for the Problem of IS Prioritization

<table>
<thead>
<tr>
<th>Generation</th>
<th>Fitness value (0 \leq \text{Fitness} \leq 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
</tr>
<tr>
<td>0</td>
<td>0.2732</td>
</tr>
<tr>
<td>1</td>
<td>0.3001</td>
</tr>
<tr>
<td>2</td>
<td>0.3001</td>
</tr>
<tr>
<td>3</td>
<td>0.3001</td>
</tr>
<tr>
<td>4</td>
<td>0.3203</td>
</tr>
<tr>
<td>5</td>
<td>0.3203</td>
</tr>
<tr>
<td>6</td>
<td>0.3203</td>
</tr>
<tr>
<td>7</td>
<td>0.3203</td>
</tr>
<tr>
<td>8</td>
<td>0.3203</td>
</tr>
<tr>
<td>9</td>
<td>0.3203</td>
</tr>
</tbody>
</table>

In order to test the hypothesis and accordingly the model, the results of the CSF
method are compared with those of the proposed model through considering the degree of alignment of resulting information systems with organizational objectives, strategies and plans. As perceived in Table 5, the 'Mann-Whitney U' test reveals that the set of IS resulting from the proposed model have more alignment with organizational objectives, strategies and plans than those resulting from the CSF method. Therefore, the proposed model can more effectively provide information systems portfolios that support organizational objectives, strategies and plans.

Table 5: Results of Comparing the Proposed Model with the CSF Method Using Mann-Whitney Test

<table>
<thead>
<tr>
<th>Degree of alignment with organizational objectives, strategies and plans</th>
<th>Frequency of Respondents</th>
<th>Mean Ranks</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>The set of IS resulting from the proposed model</td>
<td>25</td>
<td>36.08</td>
<td>902.00</td>
</tr>
<tr>
<td>The set of IS resulting from the CSF method</td>
<td>27</td>
<td>17.63</td>
<td>476.00</td>
</tr>
<tr>
<td>Sum of frequency</td>
<td>52</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mann-Whitney U = 98.000  
Wilcoxon W = 476.000  
Z = 4.386  
Asymp. Sig. (1-tailed) = 0.000

CONCLUSION

The literature review reveals that the proposed model which is a combination of the strengths of CSF method, AHP technique and genetic algorithm, is a new one in the information systems planning literature. The proposed model considers both qualitative and quantitative factors, as well as the weight of the factors to decision – makers, and can solve problems with relatively wide search space. Furthermore, this model guarantees the alignment of information systems with organizational objectives, strategies and plans; facilitates active participation of managers and users in information systems planning process and, therefore, increases the effectiveness of the process.

Comparing the results of the proposed model with those of the famous available models reveals that the proposed model is valid and efficient. The model tested on a real world problem, resulting in a portfolio of prioritized information systems, under certain conditions and constraints, which have alignment with organizational goals, strategies and plans. This model can help managers in optimal or near optimal decision-making invest on required information systems.
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